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War won’t happen – 
· Popular pressure – countries can’t get populations on board with major war which means they will forgo that option
· Rationality – states exist to maintain sovereignty – major conflict is inherently more risky than diplomacy
· Burden of Proof – the burden is on them to prove war can happen since it is a substantial change from the status quo – that’s a framing argument
That’s Fettweis – prefer it – He studies IR and works in a decision-making department in the Naval War college 
And Deterrence, Rational actors evaluate the costs of war – nuclear weapons make the risk too high which means countries will choose to back down – That’s Tepperman he cites empirics and makes a predictive claim about crazy dictators 
And no risk of Miscalc – No context for the short time in which actors need to choose to use nukes – empirics flow aff – that’s Quinlan
And Interdependence – Global trade linkages and multilateral institutions ensure that countries have a major disincentive to escalate conflict – Prefer it 
They have conceded a framing argument that you should view their impacts skeptically because they have not provided a scenario for conflict occurring they only said that it becomes more likely – the burden of proof is on them to show a causal internal link chain and they haven’t – err aff

Nuke War

First is a framing issue – Nuclear wars will be fought using counterforce targeting which means that not enough soot will be thrown into the air and only 2 million would die – that’s Mueller
Next Nuclear war doesn’t cause extinction – Extend our Socol evidence – Fallout effects are exaggerated and a single detonation wouldn’t kill 30 thousand people – cancer cases recorded have been historically low since World War 2 and the conflict would only last days or a week – it wouldn’t take long to devastate one countries ability to respond – Prefer it Socol is a Physicist who studies high energy physics – most qualified to discuss nuclear explosions
And their studies are flawed – Extend our Seitz evidence – nuclear winter science is based on outdated and misapplied science – not enough soot would be thrown into the air to cause nuclear winter – err aff – Seitz evidence cites the best available data and conclusion of most climatologists 

Anthro
Warming is happening and is human induced – Berkeley Earth Surface Temperature project studied warming data over the past 250 years and concluded CO2 increases have rapidly increased the rate of warming past natural fluctuations – prefer our evidence – it cites the most recent studies and comes from a former skeptic who attempted to explain the data any other way – That’s Muller

Global warming is real and human induced largely because of fossil fuels – all evidence points to increasing temperatures 
Hansen et al. 1/15/2013 (James, heads the NASA Goddard Institute for Space Studies and adjunct professor in the Department of Earth and Environmental Sciences at Columbia University; M. Sato, Columbia University Earth Institute; R. Ruedy, Sigma Space Partners LLC; “Global Temperature Update Through 2012”, http://www.columbia.edu/~jeh1/mailings/2013/20130115_Temperature2012.pdf)

Summary. Global surface temperature in 2012 was +0.56°C (1°F) warmer than the 1951-1980 base period average, despite much of the year being affected by a strong La Nina. Global temperature thus continues at a high level that is sufficient to cause a substantial increase in the frequency of extreme warm anomalies. The 5-year mean global temperature has been flat for a decade, which we interpret as a combination of natural variability and a slowdown in the growth rate of the net climate forcing. An update through 2012 of our global analysis 1 (Fig. 1) reveals 2012 as having practically the same temperature as 2011, significantly lower than the maximum reached in 2010. These short-term global fluctuations are associated principally with natural oscillations of tropical Pacific sea surface temperatures summarized in the Nino index in the lower part of the figure. 2012 is nominally the 9th warmest year, but it is indistinguishable in rank with several other years, as shown by the error estimate for comparing nearby years. Note that the 10 warmest years in the record all occurred since 1998. The long-term warming trend, including continual warming since the mid-1970s, has been conclusively associated with the predominant global climate forcing, human-made greenhouse gases 2 , which began to grow substantially early in the 20th century. The approximate stand-still of global temperature during 1940-1975 is generally attributed to an approximate balance of aerosol cooling and greenhouse gas warming during a period of rapid growth of fossil fuel use with little control on particulate air pollution, but satisfactory quantitative interpretation has been impossible because of the absence of adequate aerosol measurements 3,4 . Below we discuss the contributions to temperature change in the past decade from stochastic (unforced) climate variability and from climate forcings. The most extreme temperature anomalies in 2012, exceeding 2.5°C (4.5°F) on annual mean, occurred in the Arctic and in the middle of North America (Fig. 2). The large springtime heat anomaly in North America dried out the soil in a large part of the United States, thus leaving little soil moisture to provide evaporative cooling in the summer. The summer temperature anomaly was smaller than in the prior two seasons, but summer temperature variability is smaller than in the other seasons, so the 2012 summer anomaly was also unusually large as described in NOAA reports 6. The New Climate Dice. The high current global temperature is sufficient to have a noticeable effect on the frequency of occurrence of extreme warm anomalies. The left-most "bell curve" in Fig. 3 is the frequency distribution of summer-average temperature anomalies during the base period 1951-1980, in units of the local standard deviation 1 of seasonal-average temperature. The observational data show that the frequency of unusually warm anomalies has been increasing decade by decade over the past three decades. Perhaps the most important change is the emergence of extremely hot outliers, defined as anomalies exceeding 3 standard deviations. Such extreme summer heat anomalies occurred in 2010 over a large region in Eastern Europe including Moscow, in 2011 in Oklahoma, Texas and Northern Mexico, and in 2012 in the United States in part of the central Rockies and Great Plains. The location of these extreme anomalies is dependent upon variable meteorological patterns, but the decade-by-decade movement of the bell curve to the right, and the emergence of an increased number of extreme warm anomalies, is an expression of increasing global warming. Some seasons continue to be unusually cool even by the standard of average 1951-1980 climate, but the "climate dice" are now sufficiently loaded that an observant person should notice that unusually warm seasons are occurring much more frequently than they did a few decades earlier. Global Warming Standstill. The 5-year running mean of global temperature has been flat for the past decade. It should be noted that the "standstill" temperature is at a much higher level than existed at any year in the prior decade except for the single year 1998, which had the strongest El Nino of the century. However, the standstill has led to a widespread assertion that "global warming has stopped". Examination of this matter requires consideration of the principal climate forcing mechanisms that can drive climate change and the effects of stochastic (unforced) climate variability. The climate forcing 2 most often cited as a likely natural cause of global temperature change is solar variability. The sun's irradiance began to be measured precisely from satellites in the late 1970s, thus quantifying well the variation of solar energy reaching Earth (Fig. 4). The irradiance change associated with the 10-13 year sunspot cycle is about 0.1%. Given the ~240 W/m 2 of solar energy absorbed by Earth, this solar cycle variation is about 1/4 W/m 2 averaged over the planet. Although it is too early to know whether the maximum of the present solar cycle has been reached, the recent prolonged solar minimum assures that there is a recent downward trend in decadal solar irradiance, which may be a decrease of the order of 0.1 W/m 2 . Although several hypotheses have been made for how the solar irradiance variations could be magnified by indirect effects, no convincing confirmation of indirect forcings has been found except for a very small amplifying effect via changes of stratospheric ozone. The largest climate forcing is caused by increasing greenhouse gases, principally CO2 (Fig. 5). The annual increment in the greenhouse gas forcing (Fig. 5) has declined from about 0.05 W/m 2 in the 1980s to about 0.035 W/m 2 in recent years 8. The decline is primarily a consequence of successful phaseout of ozone-depleting gases and reduction of the growth rate of methane. Also, the airborne fraction of fossil fuel CO2 emissions has declined and the forcing per CO2 increment declines slowly as CO2 increases due to partial saturation of absorption bands, so the CO2 forcing growth rate has been steady despite the rapid growth of fossil fuel emissions. The second largest human-made forcing is probably atmospheric aerosols, although the aerosol forcing is extremely uncertain 3,4 . Our comparison of the various forcings (Fig. 6a) shows the aerosol forcing estimated by Hansen et al. 9 up to 1990; for later dates it assumes that the aerosol forcing increment is half as large as the greenhouse gas forcing but opposite in sign. This aerosol forcing can be described as an educated guess. If the aerosol forcing has thusly become more negative in the past decade, the sum of the known climate forcings has little net change in the past few decades (Fig. 6b). The increased (negative) aerosol forcing is plausible, given the increased global use of coal during this period, but the indicated quantification is arbitrary, given the absence of aerosol measurements of the needed accuracy. Even if the aerosol forcing has remained unchanged in the past decade, the dashed line in Fig. 6b shows that the total climate forcing increased at a slower rate in the past decade than in the prior three decades. The slight growth in the past decade is due to a combination of factors: solar irradiance decline, slight increase of stratospheric aerosols, and the lower growth rate of greenhouse gas forcing compared with the 1970s and 1980s. A slower growth rate of the net climate forcing may have contributed to the standstill of global temperature in the past decade, but it cannot explain the standstill, because it is known that the planet has been out of energy balance, more energy coming in from the sun than energy being radiated to space. 10 The planetary energy imbalance is due largely to the increase of climate forcings in prior decades and the great thermal inertia of the ocean. The more important factor in the standstill is probably unforced dynamical variability, essentially climatic "noise". Indeed, the current stand-still of the 5-year running mean global temperature may be largely a consequence of the fact that the first half of the past 10 years had predominately El Nino conditions, while the second half had predominately La Nina conditions (Nino index in Fig. 1). Comparing the global temperature at the time of the most recent three La Ninas (1999-2000, 2008, and 2011-2012), it is apparent that global temperature has continued to rise between recent years of comparable tropical temperature, indeed, at a rate of warming similar to that of the previous three decades. We conclude that background global warming is continuing, consistent with the known planetary energy imbalance, even though it is likely that the slowdown in climate forcing growth rate contributed to the recent apparent standstill in global temperature. Climate Change Expectations. It is relevant to comment on expectations about near-term climate change, especially because it seems likely that solar irradiance observations are in the process of confirming that solar irradiance has weakened modestly over the latest solar cycle. If solar irradiance were the dominant drive of climate change that most global warming contrarians believe, then a global cooling trend might be expected. On the contrary, however, the continuing planetary energy imbalance and the rapid increase of CO2 emissions from fossil fuel use assure that global warming will continue on decadal time scales. Moreover, our interpretation of the larger role of unforced variability in temperature change of the past decade, suggests that global temperature will rise significantly in the next few years as the tropics moves inevitably into the next El Nino phase. The one major wild card in projections of future climate change is the unmeasured climate forcing due to aerosol changes and their effects on clouds. Anecdotal information indicates that particulate air pollution has increased in regions with increasing coal burning, but assessment of the climate forcing requires global measurement of detailed physical properties of the aerosols. The one satellite mission that was capable of making measurements with the required detail and accuracy was lost via a launch failure, and as yet there are no plans for a replacement mission with the needed capabilities.

Carbon dioxide accounts for 60% of the human induced GHG emissions – this outweighs all other causes of warming – studies of carbon composition prove this is caused by human energy consumption – that’s Vertessy and Clark
Idso
Idso is a hack denier paid off by the Heartland institute
Gibson 2012 
[C. Gibson, March 30, 2012, “Heartland Institute and ALEC Partner to Pollute Classroom Science,” Polluterwatch, http://www.polluterwatch.com/category/freetagging/denialgate]
The National Academy of Sciences found that 97% of actual climate researchers understand that global warming is happening and is primarily caused by humans burning fossil fuels. However, most K-12 students don't read the Proceedings of the National Academy of Sciences. I certainly didn't--I relied upon my teachers to teach science with unbiased integrity.  Wojick has expertise not in climate science, but the philosophy of science. He has done contract work for the coal industry through the "Greening Earth Society," a fairy tale organization established to promote the absurd idea that more CO2 in our atmosphere, such as from burning coal and other fossil fuels, is unconditionally good for our planet. This fallacy is promoted by other notable non-experts, such as oil billionaire David Koch and junk scientist Craig Idso, who produced propaganda films for the Greening Earth Society (a coal industry front group). Idso presented "The Many Atmospheric Benefits of CO2" to ALEC's Energy and Environment task force at their August, 2011 meeting in New Orleans, where he told ALEC insiders that we “should let CO2 rise unrestricted, without government intervention” since “CO2 is definitely not a pollutant.”  The coal industry clearly wishes this were true, Mr. Idso.  In addition to accepting fossil fuel propaganda money alongside Mr. Wojick at the Greening Earth Society, Craig Idso also consults for the Heartland Institute. Idso's $140,000 contract with Heartland this year is to coordinate the anti-scientific "Climate Change Reconsidered" reports, an admittedly "political" project that includes contracts to two federal workers and multiple university faculty members. These payments US Interior Department (DOI) contractor Indur Goklany, who is under investigation by the Interior Department's Inspector General's office at the request of US Representative Raul Grijalva of New Mexico.  While the Heartland Institute is doing its best to make this unraveling scandal disappear, mainly by vilifying scientist Peter Gleick for embarrassing the Institute, Greenpeace is pushing for more. We continue to seek answers from federal bodies and universities whose employees are taking money from the Heartland Institute to attack science and disrupt the democratic process on behalf of tobacco companies, industrial giants and billionaire ideologues like the Koch brothers. Visit PolluterWatch for ongoing results of Greenpeace's investigation of the Heartland Institute leaked documents.

Ice Age

1.  the Earth is Warming – the global average temperature has increased over the past 50 years – the only explanation is CO2 emissions – prefer our evidence – it cites the most recent studies and is unbiased 

2.  Global Warming outweighs – collapses global biodiversity which makes life impossible much quicker than an Ice Age because of positive feedback loops
Golub and Pasachoff 2001  (Leon, Senior Astrophysicist @ Harvard-Smithsonian Center for Astrophysics, and Jay, Director of the Hopkins Observatory @ Williams, “Nearest Star: The Surprising Science of Our Sun”, p. 215-216)

It might be tempting to argue that, since the world is now undergoing a gradual decline in temperature based on the Milankovitch theory of ice ages, the man-made warming may prevent us from descending into another ice age. But there are several problems with this reasoning. First, the time scales involved are very different: the next ice age is coming, but it is thousands of years away, whereas the global warming due to fossil fuel burning is arriving very quickly, within a few decades. Human activity might then cause an enormous upswing in global temperature followed by a more drastic downturn than would otherwise have occurred. Moreover, the warming that is now either underway or imminent has not been intentional, but rather is a side effect of our efforts to produce energy for an industrial economy. Given our present rudimentary understanding of global climate, it would be difficult to produce a controlled, planned change. The likelihood that an unplanned, uncontrolled change would be beneficial is extremely low.

3.  Err Aff – if CO2 is actually necessary to prevent and Ice Age we can always pump more into the atmosphere easily – but taking it out is difficult and risks extinction

4.  No ice age coming
Rice 5-17-2012  (Stanley, Professor of Biological Sciences at Southeastern Oklahoma State University, “GLOBAL WARMING, GLOBAL DISRUPTION”, http://stanleyrice.com/presentations/Global_Warming_May_2012.pdf)

First, over the last 400,000 years, there have been four ice ages. Right now, global temperatures are as warm as they have ever been during any previous interglacial  period. If Michael Mann is right, even warmer. Second, global temperature and  atmospheric carbon dioxide are pretty precisely correlated: it is hot when the air has more  carbon dioxide in it. Third, the current levels of carbon dioxide far exceed the carbon  dioxide levels of any time in the last half million years. What this may mean is that we have  yet to see most of the global warming that all of that extra carbon dioxide will cause. The  Earth has just put its sweater on during the last century—watch out! 

5.  No offense – enough CO2 to offset ice age now, adding more is catastrophic. 
AFP 2008 [“CO2 may prevent next Ice Age: study”, http://www.abc.net.au/science/articles/2008/11/13/2418491.htm] 

Scheduled shifts in the earth's orbit should plunge the planet into a deep freeze thousands of years from now, but current changes to our atmosphere may stop it from occurring, say scientists. Professor Thomas Crowley of the University of Edinburgh, and Dr William Hyde of the University of Toronto report in the journal Nature that the current level of carbon dioxide (CO2) in our atmosphere could negate the onset of the next Ice Age, which could occur 10,000 years from now. But they caution that their finding is not an argument in favour of global warming, which is driving imminent and potentially far-reaching damage to the climate system. Earth has experienced long periods of extreme cold over the billions of years of its history. The big freezes are interspersed with "interglacial" periods of relative warmth, of the kind we have experienced since the end of the last Ice Age, around 11,000 years ago. These climate swings have natural causes, believed to be due to changes in the earth's orbit and axis that, while minute, have a powerful effect on how much solar heat falls on the planet. Abrupt changes The researchers built a computer model to take a closer look at these phases of cooling and warmth. In addition to the planetary shifts, they also factored in levels of CO2, found in tiny bubbles in ice cores, which provide an indicator of temperature spanning hundreds of thousands of years. They found dramatic swings in climate, including changes when the earth flipped from one state to the other, which occur in a relatively short time, says Crowley. These shifts, called "bifurcations," appear to happen in abrupt series, which is counter-intuitive to the idea that the planet cools or warms gradually. "You had a big change about a million years ago, then a second change around 650,000 years ago, when you had bigger glaciations, then 450,000 years ago, when you started to get more repeated glaciations," says Thomas. "What's also interesting is that the inter-glaciations also became warmer." According to the model the next "bifurcation" would normally be due between 10,000 and 100,000 years from now. The chill would induce a long, stable period of glaciation in the mid-latitudes, smothering Europe, Asia and parts of North America with a thick sheet of ice. But Crowley says there is now enough CO2 in the air, as a result of fossil-fuel burning and deforestation, to offset any future cooling impacts due to orbital shift, says Crowley. "Even the level that we have there now is more than sufficient to reach that critical state seen in the model," he said. "If we cut back [on CO2] some, that would probably still be enough." In September, a scientific research consortium called the Global Carbon Project (GCP) said that atmospheric concentrations of CO2 reached 383 parts per million (ppm) in 2007, or 37% above pre-industrial levels. Present concentrations are "the highest during the last 650,000 years and probably during the last 20 million years," the report says. No green light Crowley cautions those who would seize on the new study to say "carbon dioxide is now good, it prevents us from walking the plank into this deep glaciation." "We don't want to give people that impression," he says. "You can't use this argument to justify [human-induced] global warming." Last year, the UN's Intergovernmental Panel on Climate Change (IPCC) said that greenhouse-gas emissions were already inflicting visible changes to the climate system, especially on ice and snow. Left unchecked, climate change could inflict widespread drought and flooding by the end of the century, translating into hunger, homelessness and other stresses for millions of people. 

6.  Turn - Warming melts arctic sea ice – that leads to an ice age 
The Telegraph 2/27/12 [The Telegraph, news agency, 27 Feb 2012, Freezing winters ahead due to melting Arctic Sea ice, http://www.telegraph.co.uk/earth/earthnews/9109106/Freezing-winters-ahead-due-to-melting-Arctic-Sea-ice.html]

Climate change means autumn levels of sea ice have dropped by almost 30 percent since 1979 - but this is likely to trigger more frequent cold snaps such as those that brought blizzards to the UK earlier this month. And Arctic sea ice could be to blame. Dr Jiping Liu and colleagues studied the extensive retreat of the ice in the summer and its slow recovery focusing on the impacts of this phenomenon on weather in the Northern Hemisphere. Information about snow cover, sea level pressure, surface air temperature and humidity was used to generate model simulations for the years 1979-2010. The researchers say dramatic loss of ice may alter atmospheric circulation patterns and weaken the westerly winds that blow across the North Atlantic Ocean from Canada to Europe. This will encourage regular incursions of cold air from the Arctic into Northern continents - increasing heavy snowfall in the UK. Dr Liu said: "The results of this study add to an increasing body of both observational and modeling evidence that indicates diminishing Arctic sea ice plays a critical role in driving recent cold and snowy winters over large parts of North America, Europe and east Asia." While the Arctic region has been warming strongly in recent decades there has been abnormally large snowfall in these areas. Dr Liu, of Georgia Institute if Technology in Atlanta, said: "Here we demonstrate the decrease in autumn Arctic sea ice area is linked to changes in the winter Northern Hemisphere atmospheric circulation. "This circulation change results in more frequent episodes of blocking patterns that lead to increased cold surges over large parts of northern continents. "Moreover, the increase in atmospheric water vapor content in the Arctic region during late autumn and winter driven locally by the reduction of sea ice provides enhanced moisture sources, supporting increased heavy snowfall in Europe during early winter and the northeastern and midwestern United States during winter. "We conclude the recent decline of Arctic sea ice has played a critical role in recent cold and snowy winters." In November research showed there is less Arctic sea ice now than there has been at any time in the last 1,450 years.

CO2

1.  Doesn’t matter if we all die – too much CO2 absorbed into the water acidifies it – decimates marine life which collapses the food chain

2.  Warming turns the impact – Drought and flooding combined with rising temperatures will force overall food production to decline – that’s Strom 7

3.  CO2 kills agriculture
A.  Turn – pollution leads to ozone – tanks ag – outweighs any benefit from CO2
Monbiot 2007 [George, Professor @ Oxford Brookes University, Heat: How to Stop the Planet from Burning, pg. 7]

But now, I am sorry to say, it seems that I might have been right, though for the wrong reasons. In late 2005, a study published in the Philosophical Transactions of the Royal Society alleged that the yield predictions for temperate countries were 'over optimistic'. The authors had blown carbon dioxide and ozone, in concentrations roughly equivalent to those expected later this century, over crops in the open air. They discovered that the plants didn't respond as they were supposed to: the extra carbon dioxide did not fertilize them as much as the researchers predicted, and the ozone reduced their yields by 20 per cent." Ozone levels are rising in the rich nations by between 1 and 2 per cent a year, as a result of sunlight interacting with pollution from cars, planes and power stations. The levels happen to be highest in the places where crop yields were expected to rise: western Europe, the midwest and eastern US and eastern China. The expected ozone increase in China will cause maize, rice and soybean production to fall by over 30 per cent by 2020, These reductions in yield, if real, arc enough to cancel out the effects of both higher temperatures and higher carbon dioxide concentrations.
B.  Turn – weeds – Co2 leads to weeds – tanks agriculture
Ziska 2007 [Lewis Ziska, PhD, Principal investigator at United States Department of Agriculture
Agricultural Research Service Alternate Crop and Systems Lab. “Climate change impact on weeds” http://www.climateandfarming.org/pdfs/FactSheets/III.1Weeds.pdf]

Weeds have a greater genetic diversity than crops. Consequently, if a resource (light, water, nutrients or carbon dioxide) changes within the environment, it is more likely that weeds will show a greater growth and reproductive response. It can be argued that many weed species have the C4 photosynthetic pathway and therefore will show a smaller response to atmospheric CO2 relative to C3 crops. However, this argument does not consider the range of available C3 and C4 weeds present in any agronomic environment. That is, at present, the U.S. has a total of 46 major crops; but, over 410 “troublesome” weed species (both C3 and C4) associated with those crops (Bridges 1992). Hence, if a C4 weed species does not respond, it is likely that a C3 weed species will. In addition, many growers recognize that the worst weeds for a given crop are similar in growth habit or photosynthetic pathway; indeed, they are often the same uncultivated or “wild” species, e.g. oat and wild oat, sorghum and shattercane, rice and red rice. To date, for all weed/crop competition studies where the photosynthetic pathway is the same, weed growth is favored as CO2 is increased (Table 1, Ziska and Runion, In Press). In addition to agronomic weeds, there is an additional category of plants that are considered “noxious” or “invasive” weeds. These are plants, usually non-native whose introduction results in wide-spread economic or environmental consequences (e.g. kudzu). Many of these weeds reproduce by vegetative means (roots, stolons, etc.) and recent evidence indicates that as a group, these weeds may show a strong response to recent increases in atmospheric CO2 (Ziska and George 2004). How rising CO2 would contribute to the success of these weeds in situ however, is still unclear. Overall, the data that are available on the response of weeds and changes in weed ecology are limited. Additional details, particularly with respect to interactions with other environmental variables (e.g. nutrient availability, precipitation and temperature) are also needed. 

4.  These factors outweigh CO2 benefits 
Hatfield 2011 [J.L. Hatfield, Laboratory Director, National Laboratory for Agriculture and the Environment; K.J. Boote, Agronomy Department, University of Florida; B.A. Kimball, USDA-ARS, U.S. Arid-Land Agricultural Research Center; L.H. Ziska, USDA Crop Systems and Global Change Laboratory; R.C. Izaurralde, Joint Global Change Research Institute, Pacific Northwest National Laboratory, University of Maryland; D.R. Ort, USDA/ARS, Photosynthesis Research Unit, University of Illinois; A. M. Thomson, Joint Global Change Research Institute, Pacific Northwest National Laboratory, University of Maryland; David W. Wolfe, Department of Horticulture, Cornell University, 2011, “Climate Impacts on Agriculture: Implications for Crop Production,” Agronomy Journal, Volume 103, Issue 2]

Climate change, either as increasing trends in temperature, CO2, precipitation (decreasing as well as increasing), and/or O3, will have impacts on agricultural systems. Production of annual and perennial crops will be affected by changes in the absolute values of these climatic variables and/or increased variation. Episodic temperature changes exceeding the thresholds during the pollination stage of development could be quite damaging  to crop production because of the sensitivity of crop plants to temperature extremes during this growth stage. These changes coupled with variable precipitation that places the plant under conditions of water stress would exacerbate the temperature effects. Warmer temperatures during the night, especially during the reproductive period, will reduce fruit or grain size because the rapid rate of development and increased respiration rates. A recent analysis by Ko et al. (2010), using the CERES–Wheat 4.0 module in the RZWQM2 model, evaluated the interactions of increasing CO2 obtained from a FACE experiment along with temperature, water, and N. They found the effects of water and N were greater than CO2 effects on biomass and yield and that temperature effects offset the CO2 effects. These results further confirm the concept that there are counterbalancing effects from different cli- mate variables and that development of adaptation or mitigation strategies will have to account for the combined effects of climate variables on crop growth, development, and yield. In an effort to examine potential solutions to low yields in sub-Saharan Africa, Laux et al. (2010) evaluated planting dates under climate change scenarios to evaluate the effect of increasing CO2 and higher temperature on groundnut (peanut) and maize. They found the positive effect of CO2 would offset the temperature response in the next 10 to 20 yr but would be overcome by higher temperatures by 2080. Changing planting dates were beneficial for the driest locations because of the more effective use of precipitation and avoidance of high temperature stresses. Both of these types of analyses will have to be conducted to evaluate potential adapta- tion strategies for all cropping regions.  Increases in CO2 concentrations offer positive impacts to plant growth and increased WUE. However, these positive impacts may not fully mitigate crop losses associated with heat stress, increases in evaporative demand, and/or decreases in water availability in some regions. The episodic variation in extremes may become the larger impact on plant growth and yield. To counteract these effects will require management systems that offer the largest degree of resilience to climatic stresses as possible. This will include the development of man- agement systems for rainfed environments that can store the maximum amount of water in the soil profile and reduce water stress on the plant during critical growth periods.

5.  Other limiting factors prevent yield increases – nutrients, fisheries, pollination
Whitesell 2011 [William, Director of Policy Research at the Center for Clean Air Policy in Washington, DC, “Climate Policy Foundations: Science and Economics with Lessons from Monetary Regulation”, p. 97]

In many regions, however, water and nutrients are the limiting factors for plant growth, not CO2 and temperature. In areas where climate change lowers the rate of precipitation or reduces the availability of melted snow from mountains in critical growing seasons, crop yields will fall. In addition, too much warmth can retard the growth of plants. As noted earlier, photosynthesis is impared at temperatures above 35C (95F) and shuts down completely above 40C (Brown, 2008). At such temperatures, the key staple food crops, corn and rice, lose the ability to develop pollen. To some extend farmers may be able to alleviate such effects by switching crops and altering the times for planting and harvesting. The IPCC (2007) judged that yields would generally rise with a warming of 1C to3C, except in tropical areas. For a temperature increase of more than 3C above the 1980-1999 global average of 14.25C, however, agricultural output would generally fall, even in some high-latitude regions. Food supplies could also be impaired by lower yields from fishing. Marine life will be harmed, not only by rising temperatures, but also by a relative increase in acidity because of the ocean’s absorption of CO2, as discussed later. Finally, if the overturning circulation of the ocean slows, the reduced upwelling would mean fewer nutrients brought to the surface and therefore lower productivity for the world’s fisheries.

Reg Neg

Perm – Do the CP – textual and functional competition is critical to avoid bad counterplans and key to topic education
Reg neg is illigit – it steals the 1AC and leads to stale debate about implementation which kills topic education – conditionality is uniquely abusive because they can go for say no arguments as links to disads 
Links to politics, litigation, and causes delay – their author 
Harter 2k (Philip J. Harter, AB, Kenyon College; MA, JD University of Michigan; Adjunct Professor and Summer Faculty, Vermont Law School; former Chair, Section of Administrative Law and Regulatory Practice and former Co-chair Working Group on Regulatory Reform of the American Bar Association., 2000 “Assessing the Assessors: The Actual Performance of Negotiated Rulemaking”, 9 N.Y.U. ENVTL. 

**Their evidence ends 
Recent Criticism. Criticism has recently been leveled at negotiated rulemaking,¶ however, on the ground that it has failed to achieve its “instrumental goals.”27¶ Professor Cary Coglianese first undertook a review of the legislative history of¶ negotiated rulemaking and found that “[p]roponents have emphasized that the primary¶ purposes of negotiated rulemaking are to reduce rulemaking time and decrease¶ litigation over regulations.”28 He then sought to measure whether negotiated¶ rulemaking in fact saved time and reduced litigation, and he found it wanting in both¶ dimensions. To demonstrate his thesis, Coglianese primarily analyzed negotiated¶ rulemaking at the Environmental Protection Agency.29¶ Coglianese’s methodology for measuring the time involved in rulemaking was to¶ examine all the rules in which EPA completed a negotiated rulemaking30 and “calculate¶ the difference in time between the date the agency announced its intent to create a¶ negotiated rulemaking committee and the date the agency published its final rule in the¶ Federal Register.”31 He then compared the resulting times to those developed by¶ traditional notice- and-comment rulemaking as reported in a study by Kerwin and¶ Furlong.32 According to this research, the average length of time for rules developed¶ by traditional means is about 3 years (1,108 days) and the average length of time for the¶ negotiated rules was 2.8 years (1,013) — not a significant savings of time.¶ As for the other “instrumental goal” — the saving of litigation — Coglianese¶ likewise finds reg neg falls short, and indeed, he even concludes that it has an incidence¶ of litigation that is actually higher than rules developed the traditional way.
Perm – Do both 
Causes delay, litigation, and worse policies – plan is comparatively better 
Cary Coglianese (Associate Professor of Public Policy, Harvard University, John F. Kennedy School of Government; Chair of the¶ Regulatory Policy Program, Center for Business and Government; and Affiliated Scholar, Harvard Law School) 2001 “Assessing The Advocacy Of Negotiated Rulemaking:¶ A Response To Philip Harter” http://www.hks.harvard.edu/m-rcbg/research/c.coglianese_new.york_assessing.advocacy.pdf, CMR
Despite nearly twenty years of experimentation, negotiated rulemaking has yet to achieve a demonstrable reduction in the time it takes to develop regulations nor in the frequency or intensity of subsequent litigation over those regulations. Indeed, the empirical record shows that negotiated rulemaking actually demands more effort and results in more litigation than other comparable rulemaking processes. Had it not been for several decades worth of enthusiastic advocacy of negotiated rulemaking, these results would probably neither be surprising nor contested. After all, it is bound to take an intensive effort to develop a consensus among multiple interests on a proposed rule, even for those rules that agencies find more predisposed to success and which are for that reason selected for negotiation in the first place. It is similarly unrealistic to expect that negotiation will stave off subsequent litigation, especially when negotiated processes themselves raise expectations and generate conflicts over who participates in the negotiation and over what the terms (and silences) in the negotiated agreements mean. The finding that negotiated rulemaking neither reduces rulemaking time nor prevents litigation could conceivably be viewed as somewhat less of a failure if it could be shown that negotiated rulemaking systematically led to significantly better quality rules. Harter makes such an assertion, but it too is unsupported by the available body of empirical research. The results of the Langbein and Kerwin study cited by Harter are not easy to interpret, but at best they can be said to show only that participants in negotiated rulemakings tend to perceive the negotiation process in terms better than those who file comments perceive the conventional rulemaking process. Perceptions on the part of participants in negotiated rulemaking, formed as they are after involvement in quite intensive processes, are likely explained by factors other than genuine, underlying policy improvements. Indeed, there are good reasons to doubt that negotiated rulemaking will in fact lead to any systematic improvement at all in regulatory policy. Making consensus a precondition for policymaking will only likely exacerbate problems such as ambiguity, lowest common denominator results, and an undue emphasis on tractability. More significantly, whatever benefits negotiated rulemaking might presumably hold in terms of generating information and dialogue over regulatory policy, these benefits appear to be just as achievable through alternative processes that encourage public participation but which do not demand consensus. Negotiated rulemaking's failure to achieve its goals of reducing rulemaking time and preventing litigation is simply not offset by any demonstrated improvements in the quality of regulatory policy when compared with other ways of developing regulations.

CP waters the aff down to the lowest common denominator – results in vague policy agreements that cause confusion and backlash
Cary Coglianese (Associate Professor of Public Policy, Harvard University, John F. Kennedy School of Government; Chair of the¶ Regulatory Policy Program, Center for Business and Government; and Affiliated Scholar, Harvard Law School) 2001 “Assessing The Advocacy Of Negotiated Rulemaking:¶ A Response To Philip Harter” http://www.hks.harvard.edu/m-rcbg/research/c.coglianese_new.york_assessing.advocacy.pdf, CMR
In addition to giving priority to tractable issues, negotiated rulemaking may encourage¶ imprecision or ambiguity.273 Since it is usually easier to achieve consensus at higher levels of¶ abstraction, the potential always exists that negotiators will adopt abstract or vague language.274 As¶ Neil Kerwin has observed, when an agency commits itself to obtaining consensus, that is, “to¶ producing a rule with which everyone with a recognized interest can agree, the only way to break¶ certain deadlocks is to produce a rule that ignores unresolved (or unresolvable) issues or deals with¶ them through vague language whose meaning will be disputed during the implementation¶ process.”275 Adopting vague language may Negotiated rulemaking’s emphasis on unanimity also makes it more likely that the final outcome will succumb to the lowest-common-denominator problem. The outcome that is minimally acceptable to all the members of a negotiated rulemaking committee will not necessarily be optimal or effective in terms of achieving social goals. A recent study of negotiated rulemaking conducted by Charles Caldart and Nicholas Ashford shows that in industries that are not likely to innovate in the absence of strong governmental regulation, the lowest-common-denominator problem keeps negotiated rules from promoting the technological innovation needed to improve environmental and safety performance.276 They conclude that because industry representatives in these types of industries will be reluctant to agree to regulations that would compel firms to make dramatic investments in new technologies, “negotiated rulemaking’s focus on consensus can effectively remove the potential to spur innovation.”277
Negotiation doesn’t prevent conflict- it starts and temporarily hides it
Cary Coglianese (Associate Professor of Public Policy, Harvard University, John F. Kennedy School of Government; Chair of the¶ Regulatory Policy Program, Center for Business and Government; and Affiliated Scholar, Harvard Law School) 2001 “Assessing The Advocacy Of Negotiated Rulemaking:¶ A Response To Philip Harter” http://www.hks.harvard.edu/m-rcbg/research/c.coglianese_new.york_assessing.advocacy.pdf, CMR

Not only does negotiated rulemaking fail to eliminate litigation or reduce its intensity, it also results in more legal challenges than would otherwise be expected. These legal challenges have been filed both by participants in negotiated rulemakings and by organizations who were not part of the negotiation process.193 As I explain in Assessing Consensus, the failure of negotiated rulemaking to live up to expectations is in part explained by the fact that conventional rulemaking at EPA has been much more resistant to litigation than anyone previously believed.194 It is also the case that negotiation efforts do not resolve all conflicts, and, in some ways, they can even engender new conflicts. As we have seen, consensus is not always attainable, and even when it is, it may only temporarily hide underlying conflicts.195 Negotiated rulemaking also creates new sources of conflict that do not exist with other methods of policy making.196 Conflicts can arise over the selection of participants in the negotiations, the meaning of agreements that are reached, and whether the final rule is consistent with those agreements.197 Disagreements can even arise about the implications of silence in the agreement over particular terms or issues.198 None of these additional kinds of conflict arise in the absence of negotiated rulemaking. 

PPAs are negotiated – all their evidence says that is key
No ev says innovation will collapse in the status quo

Prices

No global economic collapse and it wouldn’t cause conflict
Drezner 2011 
(Daniel Drezner, professor of international politics at the Fletcher School of Law and Diplomacy at Tufts University, 8-12-2011, “Please come down off the ledge, dear readers,” Foreign polivy, http://drezner.foreignpolicy.com/, CMR)
So, when we last left off this debate, things were looking grim. My concern in the last post was that the persistence of hard times would cause governments to take actions that would lead to a collapse of the open global economy, a spike in general riots and disturbances, and eerie echoes of the Great Depression. Let's assume that the global economy persists in sputtering for a while, because that's what happens after major financial shocks. Why won't these other bad things happen? Why isn't it 1931? Let's start with the obvious -- it's not gonna be 1931 because there's some passing familiarity with how 1931 played out. The Chairman of the Federal Reserve has devoted much of his academic career to studying the Great Depression. I'm gonna go out on a limb therefore and assert that if the world plunges into a another severe downturn, it's not gonna be because central bank heads replay the same set of mistakes. The legacy of the Great Depression has also affected public attitudes and institutions that provide much stronger cement for the current system. In terms of publuc attitudes, compare the results of this mid-2007 poll with this mid-2010 poll about which economic system is best. I'll just reproduce the key charts below: 2007 poll results 2010 poll results The headline of the 2010 results is that there's eroding U.S. support for the global economy, but a few other things stand out. U.S. support has declined, but it's declined from a very high level. In contrast, support for free markets has increased in other major powers, such as Germany and China. On the whole, despite the worst global economic crisis since the Great Depression, public attitudes have not changed all that much. While there might be populist demands to "do something," that something is not a return to autarky or anything so drastc. Another big difference is that multilateral economic institutions are much more robust now than they were in 1931. On trade matters, even if the Doha round is dead, the rest of the World Trade Organization's corpus of trade-liberalizing measures are still working quite well. Even beyond the WTO, the complaint about trade is not the deficit of free-trade agreements but the surfeit of them. The IMF's resources have been strengthened as a result of the 2008 financial crisis. The Basle Committee on Banking Supervision has already promulgated a plan to strengthen capital requirements for banks. True, it's a slow, weak-assed plan, but it would be an improvement over the status quo. As for the G-20, I've been pretty skeptical about that group's abilities to collectively address serious macroeconomic problems. That is setting the bar rather high, however. One could argue that the G-20's most useful function is reassurance. Even if there are disagreements, communication can prevent them from growing into anything worse. Finally, a note about the possibility of riots and other general social unrest. The working paper cited in my previous post noted the links between austerity measures and increases in disturbances. However, that paper contains the following important paragraph on page 19: [I]n countries with better institutions, the responsiveness of unrest to budget cuts is generally lower. Where constraints on the executive are minimal, the coefficient on expenditure changes is strongly negative -- more spending buys a lot of social peace. In countries with Polity-2 scores above zero, the coefficient is about half in size, and less significant. As we limit the sample to ever more democratic countries, the size of the coefficient declines. For full democracies with a complete range of civil rights, the coefficient is still negative, but no longer significant. This is good news!! The world has a hell of a lot more democratic governments now than it did in 1931. What happened in London, in other words, might prove to be the exception more than the rule. So yes, the recent economic news might seem grim. Unless political institutions and public attitudes buckle, however, we're unlikely to repeat the mistakes of the 1930's. And, based on the data we've got, that's not going to happen. 

Energy costs are irrelevant to manufacturing – true for every sector 
Michael Levi, David M. Rubenstein Senior Fellow for Energy and the Environment, “Energy and U.S. Manufacturing: Five Things to Think About”, May 16, 2012, http://blogs.cfr.org/levi/2012/05/16/energy-and-u-s-manufacturing-five-things-to-think-about/, CMR

Energy is of marginal importance to most manufacturing.¶ Most U.S. manufacturing is not energy intensive. Joe Aldy and Billy Pizer reported in a 2009 paper that only one tenth of U.S. manufacturing involved energy costs exceeding five percent of the total value of shipments. These industries – the most prominent of which are iron and steel, primary aluminum, bulk cement, chemicals, paper, and glass – are what we are talking about when we discuss the potential for an energy-driven manufacturing boom. The size of these sectors would need to grow enormously to have revolutionary consequences for the fate of the U.S. manufacturing sector. Avoiding substantial decline, though, could be more feasible.¶ Manufacturing growth tied to cheap natural gas is mostly a chemicals story.¶ Take a look at the sweep of major energy-intensive industries, and you’ll find that most are still quite insensitive to energy prices. IHS-CERA, which is not shy about extolling the benefits of the “shale gale” (a term it coined), surveyed these areas in an ANGA-funded study on shale jobs late last year and came to some striking conclusions.¶ Aluminum: “Lower U.S. natural gas prices could potentially slow or even halt the slow decay in the aluminum industry. However, it is unlikely that they would change the economics of primary aluminum production enough, even in the long-term, to redirect investment here.”¶ Steel: “Cheaper electricity [due to low gas prices] will have only a small positive effect on this industry in terms of profitability and competitiveness.”¶ Cement: “The electricity fraction of costs for cement production is too small to generate a significant impact on competitiveness, and the cost savings are not expected to cause production expansion and capacity investment.”

High prices inevitable 
Sweet 2/7 (Cassandra, “Exelon CEO Expects U.S. Natural Gas, Power Prices to Rise”, http://online.wsj.com/article/SB10001424127887324590904578290402819297138.html?mod=googlenews_wsj, CMR)

Exelon Corp. EXC -0.92% Chief Executive Christopher M. Crane said he expects U.S. natural-gas prices to rise to between $4 and $6 a million British thermal units and he expects a similar increase in power prices by 2015.¶ In an interview Thursday, Mr. Crane said both developments could help boost the bottom line of Exelon and its rivals.¶ Natural-gas and power prices have fallen to historically low levels and remained low, amid relatively weak power demand growth and a sluggish economic recovery. But the situation is likely to change in the gas industry, as oil and gas producers refocus their attention on producing more high-priced oil and less low-priced gas.¶ U.S. natural-gas futures settled Thursday at $3.285 per million British thermal units on the New York Mercantile Exchange.¶ In the power industry, roughly 19,000 megawatts of aging coal-fired power plants are scheduled to be permanently shut down by 2015 due to new stringent environmental rules, which should tighten supply and boost electricity prices, Mr. Crane said.¶ 
EPA ruling 
Boston Herald 2/10 (“How Obama is wielding executive power in 2nd term”, http://bostonherald.com/news_opinion/us_politics/2013/02/how_obama_wielding_executive_power_2nd_term, CMR)

—The White House said Obama intends to move forward on rules controlling carbon emissions from power plants as a central part of the effort to restrain climate change, which the president rarely talked about after global-warming legislation failed in his first term. With a major climate bill unlikely to get though a divided Congress, Obama is expected to rely on his executive authority to achieve whatever progress he makes on climate change. The Environmental Protection Agency is expected to complete the first-ever limits on carbon pollution from new coal-fired power plants. The agency also probably will press ahead on rules for existing power plants, despite protests from industry and Republicans that such rules would raise electricity prices and kill off coal, the dominant U.S. energy source. Older coal-fired power plants have been shutting across the country because of low natural gas prices and weaker demand for electricity.
The plan solves this – coal and warming are worse for prices 
Davenport 2/7 (Coral, “The Scary Truth About How Much Climate Change is Costing You”, http://www.nationaljournal.com/magazine/the-scary-truth-about-how-much-climate-change-is-costing-you-20130207, CMR) 

A typical coal-fired power plant can consume up to 11 million gallons of water to operate each day. During the 2011 drought in Texas, water shortages threatened more than 3,000 megawatts of generating capacity, enough power to supply over a million homes. At the same time, electricity demand spiked as people cranked up air conditioners against the sweltering heat. Production prices shot up to $3,000 per megawatt-hour—more than three times the amount that generators are allowed to charge their customers.¶ Here’s one of the greatest ironies of the cost of climate change. The scientific data are clear about the biggest culprit: pollution created by burning fossil fuels, particularly oil and coal. And those industries are among the first suffering from the changing climate. Hotter, drier weather makes it more difficult for electric power plants to get the water they need to operate. Rising sea levels and extreme storms, particularly in the Gulf of Mexico, have already dealt a series of body blows to the U.S. oil industry’s infrastructure.

Domestic energy demand is increasing, but the electricity industry won’t be able to keep up with demand -- expanding nuclear power is necessary. 
Fertel, ‘12
[Marvin, President and CEO -- Nuclear Energy Institute, 2-13, “Licensing Sounds Clarion Call to World,” http://energy.nationaljournal.com/2012/02/is-america-poised-for-nuclear.php?print=true&printcomment=2161670]
Still, the long-term fundamentals that will drive the need for new low-carbon energy sources point to expanding nuclear energy. The electric industry is on course to shut down 10 to 20 percent of its coal-fired electric generating capacity. There is value in fuel and technology diversity and, with the expansion of intermittent electric sources, the increasing value that nuclear plants provide to grid stability. The bottom line is that at one percent annual growth in electricity demand – below historical trends – the Energy Information Administration forecasts a need for 220 gigawatts of new electric capacity by 2035. Keep in mind: U.S. electricity demand has grown nearly 25 percent since the last nuclear power plant began operating in Tennessee in 1996. It has risen more than 80 percent since the Nuclear Regulatory Commission last approved a construction permit for a new nuclear energy facility in 1979. A big part of the reason that the nation has been able to meet this rising demand is because electricity production from existing nuclear energy facilities – wrongly portrayed as “stagnant” – has jumped 40 percent over the past two decades. Nuclear energy supplies 20 percent of the nation’s electricity, even though 104 reactors constitute only 10 percent of the installed electric generating capacity. Our industry is committed to maintaining safe operations and is unique among nuclear operators around the world in the extent to which we’ve planned for extreme events. After 9/11, the Nuclear Regulatory Commission and industry assumed a scenario where the plant suffered a large fire or explosion that disabled vital equipment. We purchased portable equipment like generators and pumps for that contingency. The major lesson learned from Japan is that we must be prepared to handle natural catastrophic events simultaneously at multiple reactors. We must also assume access around the site could be a challenge. As with 9/11, the industry and independent regulators at the NRC are taking steps to enhance safety and preparedness. The industry has proposed to the NRC a “FLEX” approach for diverse and flexible coping capability. It involves using additional portable equipment and backup systems – and pre-staging some of this equipment and supplies offsite – to ensure that we can provide an uninterrupted supply of electricity and cooling water to protect critical plant systems at all times. All of this activity, ultimately, will further benefit consumers who depend on affordable electricity from nuclear energy facilities that have proven to be a prudent investment in our nation’s economic and environmental advances. As we embark on the transition to a low-carbon electricity sector that drives the resurgence in America’s economy and growing electrification of the transportation sector, nuclear energy must continue to be a primary provider of 24/7, reliable power.

Unbalanced dependence on natural gas will compromise energy security and economic growth – increased development of nuclear energy is key 
Whitman ’12 – former EPA administrator and New Jersey governor, co-chair of the Clean and Safe Energy Coalition which promotes the inclusion of nuclear power as part of a clean energy portfolio (Christine Todd, “It's dangerous to depend on natural gas”, May 9,  http://tech.fortune.cnn.com/2012/05/09/christine-whitman-nuclear-energy/, CMR)

FORTUNE -- The United States needs an "all of the above" energy strategy that focuses on low-carbon electricity sources that will lower energy costs, reduce dependency on foreign fuel sources and promote clean electricity. This is a prudent strategy to help drive American manufacturing and transportation networks of the future. Most importantly, this approach can put the country on a sustainable path toward long-term economic growth.¶ While today's rock-bottom natural gas prices are attractive, an unbalanced dependence on natural gas in the electricity sector would put Americans at risk, both economically and in terms of longer term energy security.¶ While many look at energy prices from today's lens, successful energy policy requires a long view that promotes fuel diversity but doesn't pick technology winners; it preserves our air, land and water and is affordable for consumers.¶ We need only look at the volatile history of natural gas prices. Consider the shift from the low, stable prices of the 1990s to the record-high rates and wild supply fluctuations of the mid-2000s.¶ We should take advantage of our domestic energy resources, recognizing that today's natural gas market is still vulnerable. The present oversupply of natural gas opens opportunities for exports into foreign markets at prices two-to-three times higher. If demand from other countries increases as they meet growing energy demand, it will cause our prices to align with higher world prices.¶ During my tenure as governor of a state that relies heavily on nuclear energy, I can attest to the cost effectiveness of nuclear fuel and the protection it offers against price spikes in natural gas or future environmental controls such as a cost on carbon. Nuclear energy doesn't emit any greenhouse gases or controlled pollutants while producing power and it is affordable, predictable and efficient. Moreover, a nuclear power plant with a footprint of one square mile generates the same amount of energy as 20 square miles of solar panels or 2,400 wind turbines spread out across 235 square miles.¶ Uranium fuel is abundant and costs an average of 2.14 cents per kilowatt-hour, compared to 4.86 cents per kilowatt-hour for natural gas. A nuclear plant typically generates electricity at 90 percent capacity—an electric sector best and twice that of combined cycle natural gas plants at 40 to 45 percent capacity.¶ Clean energy production costs, which include fuel, operations and maintenance, run nearly equal for nuclear and natural gas. A new nuclear plant with state or federal support can generate power at $84-$91 per megawatt-hour with zero carbon emissions. Natural gas plants produce power at today's gas prices for $56-$71 per megawatt-hour, but still emit greenhouse gases at about half the rate of coal plants. Assuming a carbon price of $30 per ton, natural gas power generation costs rise to about $74-$89 per megawatt-hour.¶ At Fortune's Brainstorm Green conference, I noted a March 2012 Gallup poll that found 57% of Americans support nuclear energy.¶ This support reflects the momentum behind nuclear energy's expansion, including recent U.S. Nuclear Regulatory Commission approval of four reactors in Georgia and South Carolina.¶ New large-scale electricity is needed today in the fast-growing Southeast electric grid because of business expansion and population growth. These new reactors will serve the needs of 3 million homes while creating thousands of high-paying jobs. On average, a nuclear facility creates up to 3,500 construction jobs and 400 to 700 operation positions.¶ According to the Bureau of Labor Statistics, nuclear energy accounted for 54% of green jobs in the utility sector in 2010, supplying the most green goods-and-services jobs—35,800—in private sector electricity generation. For example, 90% of the components for the Westinghouse reactors being built in Georgia and South Carolina will be manufactured domestically.¶ As the dash to gas accelerates across America, I am encouraged by the support from government and industry leaders for nuclear energy as part of a diverse electricity supply. Secretary of Energy Steven Chu recently restated the administration's support for nuclear energy to be developed alongside renewable energy sources and natural gas. Kevin Marsh, president and CEO of Columbia, S.C.-based SCANA, which is developing two advanced designed Westinghouse reactors, said a balanced energy portfolio is best. "You don't want to be all gas, all nuclear or all coal."¶ Fuel diversity is one of the great strengths of the United States' electric supply system, and we must be mindful of that lesson. In the coming years, we will need hundreds of new power plants from a variety of fuel sources along with significant investment in the smart grid that will move that power to homes, businesses and an evolving electrified transportation system. Nuclear energy is the only large-scale, carbon-free electricity source, and it must be among these energy choices if we are to secure a safe and sustainable portfolio of energy resources.

Balanced energy portfolio is key to the electric grid 
Hart ’12 (Kathleen, “Duke CEO warns against 'all gas, all the time' for electric generation”, April 11, http://www.snl.com/Interactivex/article.aspx?CdId=A-14623524-13105, CMR)

Warning against the use of "all gas, all the time" for electricity generation, Duke Energy Corp. Chairman, President and CEO Jim Rogers said a balance of natural gas, coal, nuclear power, renewables and energy efficiency will be crucial to maintaining the affordability and reliability of the U.S. electric grid.¶ "Our greatest challenge as an industry is to avoid all gas, all the time, because it's very cheap today," Rogers said at an April 11 Energy for Tomorrow conference sponsored by The New York Times. "I think this is the first time in my career that our gas units are dispatching after nuclear and before all our coal plants. … That's based on price, because gas prices are so low."¶ Rogers noted that "tremendous inventories" of coal are building up in the PJM Interconnection LLC and Midwest ISO markets as natural gas is being burned on a regular basis for power generation. When asked what will happen to all this coal, Rogers responded, "I guess we'll be exporting it to China, maybe one answer."¶ The challenge for the United States is to keep nuclear and coal in the electricity generation mix, Rogers said. He predicted that "between now and 2030, you'll see electricity generated from gas be equal to coal in megawatt-hours. You're going to see that transition occur over the next 20 years."¶ Because natural gas is so cheap today, selling in the $2/MMBtu range, regulators, particularly in regulated states, will likely push for "all gas, all the time," rather than putting an emphasis on new nuclear plants or wind, solar power and other renewables, Rogers said. "When gas is that cheap, there's no need for renewables. You just build a gas unit."¶ Rogers noted that U.S. electric utility companies are in the position of having "to remake our entire generation fleet over the next 40 years. We have a blank sheet of paper, and so the question is, 'What do we build?'" He argued in favor of maintaining a balanced mix of generation sources. "The 'Holy Grail' for our industry is all of the above. We've got to have all of them. … It would be a mistake for our country [to build] nothing but gas over the next two decades, as we have in the last two. Almost 90% of what we've built in the last two decades has been gas."¶ Rogers predicted that at some point, the United States is going to address the carbon dioxide emissions that are widely believed to be causing global warming. "My preference has always been for cap-and-trade for a number of reasons, including the equity of such a system," he said. However, even though Congress has not yet passed legislation aimed at cutting CO2 emissions from power plants and other sources of greenhouse gases, Rogers said he assumes that ultimately there will be a price on carbon. "We know, over time, people in this country will recognize this is an issue and address the issue. Will it get done in the next session of Congress? Not clear. I'm not sure it gets done in the next presidential term."
Extinction 
Rifkin, 2 (Alan, The founder and president of the Foundation on Economic Trends, Fellow at the Wharton School’s Executive Education Program (Jeremy, The Hydrogen Economy: The Creation of the World-Wide Energy Web and the Redistribution of Power on Earth, p.163-164) CMR

It is understandable that we would be unmindful of the critical role that oil plays in feeding our families, because the process of growing food is so removed in time and place from our urban lives. The same holds true for the electricity that we have come to rely on to maintain our daily routines. The electrical grid is the central nervous system that coordinates a densely populated urban existence. Without electrical power, urban life would cease to exist, the information age would become a faded memory, and industrial production would grind to a halt. The fastest way to ensure the collapse of the modern era would be to pull the plug and turn off the flow of electricity. Light,  heat, and power would all stop. Civilization as we know it would come to an end. It is hard to imagine what life would be like without electricity, although it has only been utilized as a source of energy for less than a century. Most of our great-grandparents were born into a world with electricity. Today, we take electricity for granted. That is because, food, it is abundantly available. We rarely think about where it comes from or how it gets to us. It is a kind of stealth force, tucked away inside wires overhead, buried in the ground, or hidden inside our walls. Colorless and odorless, it is an invisible but indispensable' presence in our lives.

Expanded Nuclear Power is the key to stable electricity prices
Bowman, ‘6
[Frank, President and CEO -- Nuclear Energy Institute, Speech to House of Representatives, Subcommittee on Energy and Water Development, 9-3, http://nei.org/newsandevents/speechesandtestimony/2006/bowmantestimony91306extended]
The Strategic Value of Nuclear Power: Platform for the Future Any discussion of the future of nuclear energy must begin with a factual understanding of the status of nuclear energy in the United States today. The operating performance and strategic value of America’s 103 operating nuclear power plants is the platform from which the next generation of nuclear power will be launched. Nuclear power represents 20 percent of U.S. electricity supply today—precisely the same percentage as 10 years ago, even though there are six fewer reactors than a decade ago and even though total U.S. electricity supply has increased by 25 percent in that period. Nuclear power has maintained its market share thanks to dramatic improvements in the reliability, safety, productivity and management of U.S. nuclear plants. On average, U.S. nuclear plants operate at around 90 percent capacity factors, year in and year out—the highest level of any form of electricity generation. Improved productivity at our nuclear plants satisfied 20 percent of the growth in electricity demand over the last decade. Nuclear power serves a number of important national needs. First, nuclear power plants contribute to the fuel and technology diversity that is the core strength of the U.S. electric supply system. This diversity is at risk because today’s business environment and market conditions in the electric sector do not encourage investment in large, new capital-intensive technologies, particularly the advanced nuclear power plants and advanced coal-fired power plants best-suited to supply baseload electricity. Second, nuclear power plants provide future price stability that is not available from electric generating plants fueled with natural gas. More than 90 percent of all new electric generating capacity added over the past five years is fueled with natural gas. Natural gas has many desirable characteristics and should be part of our fuel mix, but over-reliance on any one fuel source leaves consumers vulnerable to price volatility and supply disruptions. Volatility in natural gas prices over the last several years is likely to continue, thanks partly to unsustainable demand for natural gas from the electric sector. This volatility subjects the U.S. economy to potential damage. Because the operating costs of nuclear power plants are stable, they dampen price volatility in the electricity and natural gas markets. Nuclear power plants also reduce the pressure on natural gas supply, thereby relieving cost pressures on other users of natural gas that have no alternative fuel source.

123

The US will cave now – only trade leadership solves – push for negotiations with Taiwan take out the link
Lewis, 8/1/12 (Jeffrey, director of the East Asia Nonproliferation Program at the James Martin Center for Nonproliferation, “It's Not as Easy as 1-2-3”, Foreign Policy, http://www.foreignpolicy.com/articles/2012/08/01/it_s_not_as_easy_as_1_2_3?page=0,1)

So far, however, the administration has been reluctant to put the squeeze on potential partners. Many Obama officials took the view outlined by Poneman in his article -- that asking states to renounce ENR could make the situation worse. (It is important to note that I am not aware of Poneman's view inside the interagency deliberations.) So the administration has largely avoided pressuring states to renounce enrichment and reprocessing capabilities. Despite early talk of the "gold standard," this January the administration announced it would take what officials described as a case-by-case approach. In bureaucratic terms, this amounts to having no standard at all. It is hard to imagine a less restrictive policy. I suppose the administration could announce it would not even try. As it is, they will try -- but not very hard.¶ The reaction on Capitol Hill to the "case-by-case" approach was bipartisan and hostile, in no small part because the UAE's pledge contains an "out" in the event another country in the region receives a 123 agreement without a "no ENR" pledge. It is one thing to not get a nonproliferation pledge; it is another thing to lose such a pledge, especially in a region as volatile and proliferation-prone as the Middle East. The possibility of losing the nonproliferation assurance in the UAE agreement became a central matter in negotiations with Jordan, and it looms as an issue with Saudi Arabia. Congressional Democrats and Republicans, including Howard Berman and Ileana Ros-Lehtinen, have introduced different pieces of legislation that would make it very difficult for any new 123 agreements that did not contain a pledge to forgo enrichment and reprocessing to receive approval on the Hill. In response, the Obama administration announced it would undertake another review. But it keeps negotiating.¶ Enter Taiwan. According to the National Journal report, the Obama administration, through an interagency review process, had agreed that it would not begin negotiation of a new 123 agreement with Taiwan until 2013 or 2014. Instead, it would first pursue its negotiations with a series of other countries such as South Korea. The State Department suddenly jumped Taiwan to the front of the line, sending a draft 123 agreement to the Energy Department -- at a time when that department was busy with other matters -- that contained a "no ENR" provision basically identical to the one found in the UAE agreement.¶ Why? Because someone in the State Department is apparently not willing to give up on the gold standard. Like many interagency fights, a battle over process is really a battle over substance. In this case, the order the agreements are negotiated may matter a great deal. Proponents of the gold standard would rather start with their best chance, hoping to create a precedent for following agreements. Taiwan is almost certainly the most likely candidate to make a no-ENR pledge because it has very little leverage. Taiwan is not a state, and it is not a member of the IAEA. Its safeguards agreements are administered through the United States. If Taiwan walks away from its agreement with the United States, it has no other partners. We should not be at all surprised that someone at the State Department who would put a no-ENR provision in the Taiwan draft would also try to jump it forward in the queue.¶ By the same token, if you believe that the "gold standard" is a dangerous illusion that will prevent the United States from reaching many important 123 agreements, you do not want to negotiate with Taiwan first. You would see Taiwan in the same way you see the UAE -- a sui generis case unlikely to be replicated that creates a misleading impression about U.S. leverage over certain partners. And you would hope no one spoke Latin.¶ Happily, I can explain this in plain English: "One is an accident; two is a coincidence; three is a trend." Someone at the State Department is trying to start a trend. He or she is probably tired of hearing the argument that negotiating another "gold standard" 123 agreement is not possible, when he or she knows opportunities do exist. If the administration really can persuade Taiwan and Jordan to agree to accept the gold standard, doing so will demonstrate that the United States can negotiate nuclear trade agreements that also have strong nonproliferation provisions. And this, in turn, will put pressure on the tougher cases, like South Korea and Saudi Arabia, to conform with what will appear to be an emerging global standard -- 24 carats and nothing less.

Literally no link – their ev says the DOE views things differently – no ev says plan will prevent ENR negotiations
prolif is slow
Hymans 12Jacques Hymans, USC Associate Professor of IR, 4/16/12, North Korea's Lessons for (Not) Building an Atomic Bomb, www.foreignaffairs.com/articles/137408/jacques-e-c-hymans/north-koreas-lessons-for-not-building-an-atomic-bomb?page=show
Washington's miscalculation is not just a product of the difficulties of seeing inside the Hermit Kingdom. It is also a result of the broader tendency to overestimate the pace of global proliferation. For decades, Very SeriousPeople have predicted that strategic weapons are about to spreadto every corner of the earth. Such warnings have routinely proved wrong - for instance, the intelligence assessments that led to the 2003 invasion of Iraq - but they continue to be issued. In reality, despite the diffusion of the relevant technology and the knowledge for building nuclear weapons, the world has been experiencing agreatproliferation slowdown.Nuclearweapons programsaround the worldare takingmuch longerto get off the ground - and their failure rate ismuchhigher - than they did during the first 25 years of the nuclear age. As I explain in my article "Botching the Bomb" in the upcoming issue of Foreign Affairs, the key reason for the great proliferation slowdown is the absence of strong cultures of scientific professionalism in most of the recent crop of would-be nuclear states, which in turn is a consequence of their poorly built political institutions. In such dysfunctional states, thequality of technical workmanship is low, there is little coordination acrossdifferent technicalteams, and technical mistakeslead not to productive learning but instead tofinger-pointing andrecrimination. These problemsare debilitating, and they cannot be fixed simply by bringing in more imported parts through illicit supply networks. In short, as a struggling proliferator, North Korea has a lot of company.

No Middle East prolif – History and infrastructure 
James M. Lindsay is Senior Vice President, Director of Studies, and Maurice R. Greenberg Chair at the Council on Foreign Relations, AND Ray Takeyh is a Senior Fellow at the Council on Foreign Relations and the author of Guardians of the Revolution: Iran and the World in the Age of the Ayatollahs, “After Iran Gets the Bomb”, Mar/Apr2010, Vol. 89, Issue 2, EBSCO, CMR
Another danger that would have to be countered would be nuclear proliferation in the Middle East. Iran's regional rivals might try to catch up with it. History suggests, however, that states go nuclear for reasons beyond tit for tat; many hold back even when their enemies get nuclear weapons. China's pursuit of the bomb in the 1960s prompted fears that Japan would follow, but nearly half a century later, Japan remains nonnuclear. Although Israel has more than 200 nuclear weapons, neither its neighbors--not even Egypt, which fought and lost four wars with Israel--nor regional powers, such as Saudi Arabia or Turkey, have followed its lead. An Iranian nuclear bomb could change these calculations. The U.S. National Intelligence Council concluded in a 2008 report that "Iran's growing nuclear capabilities are already partly responsible for the surge of interest in nuclear energy in the Middle East." And nuclear energy programs can serve as the foundation for drives for nuclear weapons. But it would not be easy for countries in the region to get nuclear weapons. Many lack the infrastructure to develop their own weapons and the missiles needed to deliver them. Egypt and Turkey might blanch at the expense of building a nuclear arsenal. The Pakistanis were willing to "eat grass" for the privilege of joining the nuclear club, as the Pakistani leader Zulfikar Ali Bhutto once famously put it, but not everyone is.

--Takes too long – costs deter them in the meantime 
James M. Lindsay is Senior Vice President, Director of Studies, and Maurice R. Greenberg Chair at the Council on Foreign Relations, AND Ray Takeyh is a Senior Fellow at the Council on Foreign Relations and the author of Guardians of the Revolution: Iran and the World in the Age of the Ayatollahs, “After Iran Gets the Bomb”, Mar/Apr2010, Vol. 89, Issue 2, EBSCO, CMR
Cost considerations aside, it would take years for nuclear aspirants to develop indigenous nuclear capabilities. They would need to build nuclear reactors, acquire nuclear fuel, master enrichment or reprocessing technologies, and build weapons and the means to deliver them. While they tried, the United States and other states would have ample opportunity to increase the costs of proliferation. Indeed, the economic and security interests of Egypt, Saudi Arabia, and Turkey, unlike those of Iran, are tied to the United States and the broader global economy, and developing nuclear weapons would put those interests at risk. Egypt would jeopardize the $1.5 billion in economic and military aid that it receives from Washington each year; Saudi Arabia, its implicit U.S. security guarantee; and Turkey, its place in NATO. Given their extensive investments in and business ties to the United States and Europe, all three countries would be far more vulnerable than Iran is to any economic sanctions that U.S. law imposed, or could impose, on nuclear proliferators.

Saudi Arabia proliferation is inevitable – regional instability, Israel, Iran, and the United States.
Akaki Dvali (graduate research assistance at the Center for Nonproliferation Studies) March, 2004 "Will Saudi Arabia acquire Nuclear Weapons?" NTI http://www.nti.org/e_research/e3_40a.html
Saudi Arabia has several reasons to consider acquiring nuclear weapons: the current volatile security environment in the Middle East; its ambition to dominate the region; and the growing number of states (particularly Iran and Israel) with weapons of mass destruction (WMD) in the region. According to the British newspaper The Guardian, for example, Saudi Arabia worries about an alleged Iranian nuclear program and the absence of any international pressure on Israel (estimated to have up to 200 nuclear devices) to disarm.[1] Richard L. Russell, a research associate at Georgetown University’s Institute for the Study of Diplomacy, also mentions the insecurity and regional proliferation of WMD as a major motivation for Riyadh’s steps toward procuring a nuclear deterrent. Russell notes Saudi Arabia’s clandestine purchase of long-range CSS-2 ballistic missiles (capable of delivering nuclear weapons) from China in the 1980s as an indication of Saudi ambitions to acquire nuclear weapons.[2] Also, given the Saudi’s growing hostilities toward the United States and the evident deterioration of U.S.-Saudi security ties, particularly after the September 11 terrorist attacks, it is likely that the Saudi government would consider alternative security arrangements, including a nuclear option.

2. Asymmetry is comparatively more likely to cause conflict than proliferation.
Ibrahim A. Karawan December, 1999 Arab Perspectives on Middle Eastern Security," Middle East Security Issues: In the Shadow of Weapons of Mass Destruction Proliferation Ed. Barry R. Schneider http://aupress.au.af.mil/books/Schneider/Schneider.pdf
To conclude, the threat of nuclear proliferation remains real in the Middle East. But it is not likely to be the type of proliferation that can lead to greater regional stability. On the other hand, nonproliferation of WMD can generate more fears and insecurity in the region, possibly with some disastrous consequences. Even the countries that have made peace with Israel, as shown in the case of Egypt and Jordan, do not want to be reduced to mere helpless entities under the Israeli nuclear dominance. Even if their leaders were ready to accept that many in state institutions, particularly in the military, will continue to see their relations with Israel in competitive terms. Their societies and their elites will find Israel’s nuclear capability threatening and will continue to pressure for confronting Israeli nuclear monopoly. While abolishing nuclear weapons immediately in the Middle East with no exceptions whatsoever is unrealistic, moving seriously in the direction of eliminating nuclear threats is necessary for security and stability in that strategic region. There is no better alternative.

No domino effect 
Alagappa 9—Distinguished Senior Fellow, East-West Center. PhD, IR, Tufts (Muthiah, The long shadow: nuclear weapons and security in 21st century Asia, ed. Alagappa, 521-2)

It will be useful at this juncture to address more directly the set of instability arguments advanced by certain policy makers and scholars: the domino effect of new nuclear weapon states, the probability of preventive action against new nuclear weapon states, and the compulsion of these states to use their small arsenals early for fear of losing them in a preventive or preemptive strike by a stronger nuclear adversary. On the domino effect, India's and Pakistan's nuclear weapon programs have not fueled new programs in South Asia or beyond. Iran's quest for nuclear weapons is not a reaction to the Indian or Pakistani programs. It is grounded in that country's security concerns about the United States and Tehran's regional aspirations. The North Korean test has evoked mixed reactions in Northeast Asia. Tokyo is certainly concerned; its reaction, though, has not been to initiate its own nuclear weapon program but to reaffirm and strengthen the American extended deterrence commitment to Japan. Even if the U.S. Japan security treaty were to weaken, it is not certain that Japan would embark on a nuclear weapon program. Likewise, South Korea has sought reaffirmation of the American extended deterrence commitment, but has firmly held to its nonnuclear posture. Without dramatic change in its political, economic, and security circumstances, South Korea is highly unlikely to embark on a covert (or overt) nuclear weapon program as it did in the 1970s. South Korea could still become a nuclear weapon state by inheriting the nuclear weapons of North Korea should the Kim Jong Il regime collapse. Whether it retains or gives up that capability will hinge on the security circumstances of a unified Korea. The North Korean nuclear test has not spurred Taiwan or Mongolia to develop nuclear weapon capability. The point is that each country's decision to embark on and sustain nuclear weapon programs is contingent on its particular security and other circumstances. Though appealing, the domino theory is not predictive; often it is employed to justify policy on the basis of alarmist predictions. The loss of South Vietnam, for example, did not lead to the predicted domino effect in Southeast Asia. In fact the so-called dominos became drivers of a vibrant Southeast Asia and brought about a fundamental transformation in that subregion (Lord 1993, 1996). In the nuclear arena, the nuclear programs of China, India, and Pakistan were part of a security chain reaction, not mechanically falling dominos. However, as observed earlier the Indian, Pakistani, and North Korean nuclear tests have thus far not had the domino effect predicted by alarmist analysts and policy makers. Great caution should be exercised in accepting at face value the sensational predictions of individuals who have a vested interest in accentuating the dangers of nuclear proliferation. Such analysts are now focused on the dangers of a nuclear Iran. A nuclear Iran may or may not have destabilizing effects. Such claims must be assessed on the basis of an objective reading of the drivers of national and regional security in Iran and the Middle East. 
Proliferation creates peace – solves conventional and nuclear war – conventional conflict is more likely and escalates – their ‘rationality’ and instability args all empirically disproven 
Kenneth N. Waltz is the Emeritus Ford Professor of Political Science at the University of California at Berkeley and senior research associate at Columbia University’s Saltzman Institute of War and Peace Studies. In 1999 he won the James Madison Lifetime Achievement Award from the American Political Science Association., “Is Nuclear Zero the Best Option? Waltz Says No”, Sept-Oct 2010, http://nationalinterest.org/greatdebate/yes-3950, CMR
WITH THE dawn of the nuclear age, peace has prevailed among those who have the weapons or enjoy their protection. Those who like peace should love nuclear weapons. They are the only weapons ever invented that work decisively against their own use. Those who advocate a zero option argue in effect that we should eliminate the cause of the extensive peace the nuclear world has enjoyed. India and Pakistan provide an object lesson. When they tested their warheads in May of 1998, journalists, academics and public officials predicted that war and chaos on the subcontinent would ensue. The result, as I expected, was to ensure a prolonged peace between countries that had fought three wars since independence and continued for a time to spill blood in the conflict over Kashmir. That countries with nuclear capabilities do not fight wars against one another is a lesson we should have learned. The proposition has held exactly where the prospects for war seemed the brightest, for example, between the United States and the Soviet Union, between the Soviet Union and the People’s Republic of China, and between India and Pakistan. New nuclear states are often greeted with dire forebodings: Is the government stable? Are the rulers sensible? The answers may be disconcerting. Yet every new nuclear nation, however bad its previous reputation, has behaved exactly like all of the old ones. The effect of having nuclear weapons overwhelms the character of the states that possess them. Countries with nuclear weapons, no matter how mean and irrational their leaders may seem to be, no matter how unstable their governments appear to be, do not launch major conventional attacks on other countries, let alone nuclear ones. Even conventional attacks can all too easily escalate out of control and lead to an exchange of nuclear warheads. With conventional weapons, countries worry about winning or losing. With nuclear weapons, countries worry about surviving or being annihilated. Nuclear weapons induce caution all around: think of the Cuban missile crisis, or think of the external behavior of China during the frightful decade of the Cultural Revolution.


Prolif dramatically decreases the risk of full-scale war. Robust empirical evidence proves. 
Asal 7—pol sci, SUNY—AND—Kyle Beardsley—pol sci, Emory (Victor, Proliferation and International Crisis Behavior, http://jpr.sagepub.com/cgi/reprint/44/2/139)

As Model 1 in Table IV illustrates, all of our variables are statistically significant except for the protracted conflict variable. Our primary independent variable, the number of nuclear actors involved in the crisis, has a negative relationship with the severity of violence and is significant. This lends preliminary support to the argument that nuclear weapons have a restraining affect on crisis behavior, as stated in H1. It should be noted that, of the crises that involved four nuclear actors – Suez Nationalization War (1956), Berlin Wall (1961), October Yom Kippur War (1973), and Iraq No-Fly Zone (1992) – and five nuclear actors – Gulf War (1990) – only two are not full-scale wars. While this demonstrates that the pacifying effect of more nuclear actors is not strong enough to prevent war in all situations, it does not necessarily weaken the argument that there is actually a pacifying effect. The positive and statistically significant coefficient on the variable that counts the number of crisis actors has a magnitude greater than that on the variable that counts the number of nuclear actors. Since increases in the number of overall actors in a crisis are strongly associated with higher levels of violence, it should be no surprise that many of the conflicts with many nuclear actors – by extension, many general actors as well – experienced war. Therefore, the results can only suggest that, keeping the number of crisis actors fixed, increasing the proportion of nuclear actors has a pacifying effect. They do not suggest that adding nuclear actors to a crisis will decrease the risk of high levels violence; but rather, adding more actors of any type to a crisis can have a destabilizing effect. Also in Table IV, Model 2 demonstrates that the effect of a nuclear dyad is only approaching statistical significance, but does have a sign that indicates higher levels of violence are less likely in crises with opponents that have nuclear weapons than other crises. This lukewarm result suggests that it might not be necessary for nuclear actors to face each other in order to get the effect of decreased propensity for violence. All actors should tend to be more cautious in escalation when there is a nuclear opponent, regardless of their own capabilities. While this might weaken support for focusing on specifically a ‘balance of terror’ as a source of stability (see Gaddis, 1986; Waltz, 1990; Sagan & Waltz, 2003; Mearsheimer, 1990), it supports the logic in this article that nuclear weapons can serve as a deterrent of aggression from both nuclear and non-nuclear opponents.6 Model 3 transforms the violence variable to a binary indicator of war and demonstrates that the principal relationship between the number of nuclear actors and violence holds for the most crucial outcome of full-scale war. Model 4 demonstrates that accounting for the presence of new nuclear actors does not greatly change the results. The coefficient on the new nuclear actor variable is statistically insignificant, which lends credence to the optimists’ view that new nuclear-weapon states should not be presupposed to behave less responsibly than the USA, USSR, UK, France, and China did during the Cold War. Finally, Model 5 similarly illustrates that crises involving super- powers are not more or less prone to violence than others. Superpower activity appears to not be driving the observed relationships between the number of nuclear-crisis actors and restraint toward violence. It is important to establish more specifically what the change in the probability of full-scale war is when nuclear actors are involved. Table V presents the probability of different levels of violence as the number of nuclear actors increases in the Clarify simulations. The control variables are held at their modes or means, with the exception of the variable that counts the number of crisis actors. Because it would be impossible to have, say, five nuclear-crisis actors and only two crisis actors, the number of crisis actors is held constant at five.  As we can see, the impact of an increase in the number of nuclear actors is substantial. Starting from a crisis situation without any nuclear actors, including one nuclear actor (out of five) reduces the likelihood of full-scale war by nine percentage points. As we continue to add nuclear actors, the likelihood of full-scale war declines sharply, so that the probability of a war with the maximum number of nuclear actors is about three times less than the probability with no nuclear actors. In addition, the probabilities of no violence and only minor clashes increase substantially as the number of nuclear actors increases. The probability of serious clashes is relatively constant. Overall, the analysis lends significant support to the more optimistic proliferation argument related to the expectation of violent conflict when nuclear actors are involved. While the presence of nuclear powers does not prevent war, it significantly reduces the probability of full-scale war, with more reduction as the number of nuclear powers involved in the conflict increases. As mentioned, concerns about selection effects in deterrence models, as raised by Fearon (2002), should be taken seriously. While we control for the strategic selection of serious threats within crises, we are unable to control for the non-random initial initiation of a crisis in which the actors may choose to enter a crisis based on some ex ante assessment of the out-comes. To account for possible selection bias caused by the use of a truncated sample that does not include any non-crisis cases, one would need to use another dataset in which the crisis cases are a subset and then run Heckman-type selection models (see Lemke & Reed, 2001). It would, however, be difficult to think of a different unit of analysis that might be employed, such that the set of crises is a subset of a larger category of interaction.

Empirically proven 
Tepperman 9—Deputy Editor at Newsweek. Frmr Deputy Managing Editor, Foreign Affairs. LLM, i-law, NYU. MA, jurisprudence, Oxford. (Jonathan, Why Obama Should Learn to Love the Bomb, http://jonathantepperman.com/Welcome_files/nukes_Final.pdf,)

A growing and compelling body of research suggests that nuclear weapons may not, in fact, make the world more dangerous, as Obama and most people assume. The bomb may actually make us safer. In this era of rogue states and transnational terrorists, that idea sounds so obviously wrongheaded that few politicians or policymakers are willing to entertain it. But that’s a mistake. Knowing the truth about nukes would have a profound impact on government policy. Obama’s idealistic campaign, so out of character for a pragmatic administration, may be unlikely to get far (past presidents have tried and failed). But it’s not even clear he should make the effort. There are more important measures the U.S. government can and should take to make the real world safer, and these mustn’t be ignored in the name of a dreamy ideal (a nukefree planet) that’s both unrealistic and possibly undesirable. The argument that nuclear weapons can be agents of peace as well as destruction rests on two deceptively simple observations. First, nuclear weapons have not been used since 1945. Second, there’s never been a nuclear, or even a nonnuclear, war between two states that possess them. Just stop for a second and think about that: it’s hard to overstate how remarkable it is, especially given the singular viciousness of the 20th century. As Kenneth Waltz, the leading “nuclear optimist” and a professor emeritus of political science at UC Berkeley puts it, “We now have 64 years of experience since Hiroshima. It’s striking and against all historical precedent that for that substantial period, there has not been any war among nuclear states.” To understand why—and why the next 64 years are likely to play out the same way—you need to start by recognizing that all states are rational on some basic level. Their leaders may be stupid, petty, venal, even evil, but they tend to do things only when they’re pretty sure they can get away with them. Take war: a country will start a fight only when it’s almost certain it can get what it wants at an acceptable price. Not even Hitler or Saddam waged wars they didn’t think they could win. The problem historically has been that leaders often make the wrong gamble and underestimate the other side—and millions of innocents pay the price. Nuclear weapons change all that by making the costs of war obvious, inevitable, and unacceptable. Suddenly, when both sides have the ability to turn the other to ashes with the push of a button— and everybody knows it—the basic math shifts. Even the craziest tin-pot dictator is forced to accept that war with a nuclear state is unwinnable and thus not worth the effort. As Waltz puts it, “Why fight if you can’t win and might lose everything?” Why indeed? The iron logic of deterrence and mutually assured destruction is so compelling, it’s led to what’s known as the nuclear peace: the virtually unprecedented stretch since the end of World War II in which all the world’s major powers have avoided coming to blows. They did fight proxy wars, ranging from Korea to Vietnam to Angola to Latin America. But these never matched the furious destruction of full-on, great-power war (World War II alone was responsible for some 50 million to 70 million deaths). And since the end of the Cold War, such bloodshed has declined precipitously. Meanwhile, the nuclear powers have scrupulously avoided direct combat, and there’s very good reason to think they always will. There have been some near misses, but a close look at these cases is fundamentally reassuring—because in each instance, very different leaders all came to the same safe conclusion. Take the mother of all nuclear standoffs: the Cuban missile crisis. For 13 days in October 1962, the United States and the Soviet Union each threatened the other with destruction. But both countries soon stepped back from the brink when they recognized that a war would have meant curtains for everyone. As important as the fact that they did is the reason why: Soviet leader Nikita Khrushchev’s aide Fyodor Burlatsky said later on, “It is impossible to win a nuclear war, and both sides realized that, maybe for the first time.” The record since then shows the same pattern repeating: nucleararmed enemies slide toward war, then pull back, always for the same reasons. The best recent example is India and Pakistan, which fought three bloody wars after independence before acquiring their own nukes in 1998. Getting their hands on weapons of mass destruction didn’t do anything to lessen their animosity. But it did dramatically mellow their behavior. Since acquiring atomic weapons, the two sides have never fought another war, despite severe provocations (like Pakistani-based terrorist attacks on India in 2001 and 2008). They have skirmished once. But during that flare-up, in Kashmir in 1999, both countries were careful to keep the fighting limited and to avoid threatening the other’s vital interests. Sumit Ganguly, an Indiana University professor and coauthor of the forthcoming India, Pakistan, and the Bomb, has found that on both sides, officials’ thinking was strikingly similar to that of the Russians and Americans in 1962. The prospect of war brought Delhi and Islamabad face to face with a nuclear holocaust, and leaders in each country did what they had to do to avoid it. Nuclear pessimists—and there are many—insist that even if this pattern has held in the past, it’s crazy to rely on it in the future, for several reasons. The first is that today’s nuclear wannabes are so completely unhinged, you’d be mad to trust them with a bomb. Take the sybaritic Kim Jong Il, who’s never missed a chance to demonstrate his battiness, or Mahmoud Ahmadinejad, who has denied the Holocaust and promised the destruction of Israel, and who, according to some respected Middle East scholars, runs a messianic martyrdom cult that would welcome nuclear obliteration. These regimes are the ultimate rogues, the thinking goes —and there’s no deterring rogues. But are Kim and Ahmadinejad really scarier and crazier than were Stalin and Mao? It might look that way from Seoul or Tel Aviv, but history says otherwise. Khrushchev, remember, threatened to “bury” the United States, and in 1957, Mao blithely declared that a nuclear war with America wouldn’t be so bad because even “if half of mankind died . . . the whole world would become socialist.” Pyongyang and Tehran support terrorism—but so did Moscow and Beijing. And as for seeming suicidal, Michael Desch of the University of Notre Dame points out that Stalin and Mao are the real recordholders here: both were responsible for the deaths of some 20 million of their own citizens. Yet when push came to shove, their regimes balked at nuclear suicide, and so would today’s international bogeymen. For all of Ahmadinejad’s antics, his power is limited, and the clerical regime has always proved rational and pragmatic when its life is on the line. Revolutionary Iran has never started a war, has done deals with both Washington and Jerusalem, and sued for peace in its war with Iraq (which Saddam started) once it realized it couldn’t win. North Korea, meanwhile, is a tiny, impoverished, family-run country with a history of being invaded; its overwhelming preoccupation is survival, and every time it becomes more belligerent it reverses itself a few months later (witness last week, when Pyongyang told Seoul and Washington it was ready to return to the bargaining table). These countries may be brutally oppressive, but nothing in their behavior suggests they have a death wish. 

